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Why is it 
firing?

A. Batteries are running 
low 

B. Your roommate burned 
toast. Again. 

C. You forgot to run the fan 
during a steamy shower

D. Beatrice, your beloved 
cat knocked over a 
candle



Needs investigation!



Alert Fatigue in 
Practice
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 Alert Fatigue 🚨
When the frequency or severity 
of alerts causes responder to 
ignore important alerts or make 
more mistakes



Batteries ran low



Benny burned toast 
(again)



Shower Steam 



Beatrice knocked over 
a candle
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E_TOO_MANY_
ALERTS











Burnout
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58%
Security and development 

professionals report 
currently experiencing 

burnout
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AI/ML is the 
answer!



NO



— Dr. David Woods

“The human is not a passive user 
of a computer program but is an 
active problem-solver in some 
world.”
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“Ugh. None of the last 5 
pages I got were 

actionable”
- Current primary on-call



Primary has been paged 
5 times out of business 
hours this week

- Pagerduty (the other one)



Team Alpaca is getting 
frequently paged for 
non-actionable alerts

- SRE



Gather the 
data



Survey on-call 
engineers



Audit your alerts. 



Audit your alerts. 

All
of 
them.



I know things are 
bad, but just 
how bad are 
they?





Leadership is 
skeptical of 
change





No one can 
agree how to 
craft a “good” 
alert





Love this…do you 
have a project 
plan to follow? 





Where can I 
check my risk for 
burnout? 





“Err on the side of removing 
noisy alerts – over-monitoring 
is a harder problem to solve 
than under-monitoring.”

                            Rob Ewaschuk



Scenario II
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Ding!



Heads up, there’s 
smoke in the 
kitchen

Ding!





The Other Side

Mass Diameter Gravity

Mercury 0.06 0.38 0.38

Mars 0.11 0.53 0.38

Saturn 95.2 9.4 1.16





Upcoming events

10 23 7 26
May May June June

Prometheus 
Fundamentals 
Workshop SF

Open 
Source 
Summit

Infobip Shift 
(Miami)

Monitorama

https://chronosphere.io/learn/tradeshow-open-source-summit/
https://chronosphere.io/learn/tradeshow-open-source-summit/
https://chronosphere.io/learn/tradeshow-open-source-summit/
https://chronosphere.io/learn/infobip-shift-conference/
https://chronosphere.io/learn/infobip-shift-conference/


Resources
How to Pay Down 
Monitoring Debt

Sysadvent: A Year In 
Review

Increment: On-Call 
Issue

On-Call Feels Survey

Yerbo Burnout Index 
Quiz

Addressing Burnout Is Key to 
Retaining SWE's  

My Philosophy On Alerting

Alert Triage Hour of Power

Tackling Alert Fatigue - Catie 
McCaffrey Monitorama

When to Alert on What? 

https://leaddev.com/tech/how-pay-down-your-monitoring-debt
https://leaddev.com/tech/how-pay-down-your-monitoring-debt
https://sysadvent.blogspot.com/2021/12/day-10-assembling-your-year-in-review.html
https://sysadvent.blogspot.com/2021/12/day-10-assembling-your-year-in-review.html
https://increment.com/on-call/
https://increment.com/on-call/
http://www.paigerduty.com/on-call-feels-survey-questions/
https://burnoutindex.yerbo.co/
https://burnoutindex.yerbo.co/
https://www.forbes.com/sites/forbestechcouncil/2022/07/13/the-key-to-retaining-software-developers-stopping-burnout/
https://www.forbes.com/sites/forbestechcouncil/2022/07/13/the-key-to-retaining-software-developers-stopping-burnout/
https://docs.google.com/document/d/199PqyG3UsyXlwieHaqbGiWVa8eMWi8zzAn0YfcApr8Q/edit#heading=h.1upja8jlnnwp
https://youtu.be/c8uRsQPeg_g
https://vimeo.com/173704290
https://vimeo.com/173704290
https://ali.sattari.me/posts/2023/when-to-alert-on-what/


Questions? 


